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ABSTRACT
The OAuth 2.0 framework is a protocol that allows third-party applications to gain authorized 
access to user resources. However, inefficient token management and storage can adversely affect 
the workload of OAuth 2.0 systems, especially when system traffic is high, such as performance 
degradation, slow response time and security vulnerabilities. Therefore, token management and 
storage are essential in the OAuth 2.0 ecosystem to ensure user security and convenience. This 
research aims to analyze the impact of Redis in-memory database implementation on token 
management on OAuth 2.0 system performance. In addition, the research focuses on the results of 
load testing conducted on the OAuth 2.0 system, referring to software quality based on performance 
efficiency in accordance with ISO 25010, including aspects of time response, throughput and 
resource utilization. Load testing simulates the authentication and authorization process using the 
OAuth 2.0 system to observe the effect after the implementation of Redis in token management at 
user load levels of 100, 300, and 500. The results show that Redis has an influence on the performance 
of the OAuth 2.0 system on response time, throughput, and memory usage. On the aspect of CPU 
usage, it does not show any influence, even after Redis is implemented. The advantages of Redis 
can be attributed to the memory-based storage that enables faster read-write operations, especially 
for single data with low latency.

Keywords: Authentication, authorization, IMDB, 
OAuth, Redis

INTRODUCTION

OAuth 2.0 is one of the most popular 
authentication and authorization protocols 
as it allows third-party applications to gain 
legitimate access to user resources without 
the need to reveal user passwords (Kiani, 
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2020). The Authorization Code Grant offers enhanced security benefits due to the fact that 
the authorization code is transmitted exclusively over a secure channel between the client 
and the OAuth server (Fett et al., 2016). Inefficient token storage can result in performance 
degradation, longer response times, and even potential security vulnerabilities (Safaryan 
et al., 2020). Therefore, there is a need for a database system that can efficiently store and 
manage tokens.

One type of database with fast read performance is an in-memory database, where all 
information is stored in main memory (Kausar et al., 2022; Safaryan et al., 2020). When 
it comes to storing data that is stored and retrieved from volatile memory, Redis has better 
performance than Memcached in terms of data persistence and handling heavy traffic loads 
(Alami et al., 2018). In addition, Redis has the best read performance of MongoDB and 
Cassandra (Kausar et al., 2022; Kabakus & Kara, 2017). This is due to Redis’s ability to 
access data with very low latency. With faster and more efficient request response, Redis has 
the potential to improve user experience in the OAuth 2.0 ecosystem in system performance.

PROBLEM STATEMENT

The research implements the Authorization Code Grant flow using the Redis in-memory 
database as a token database, with the aim of analyzing the performance of the OAuth 
2.0-based authentication and authorization system. This will entail an in-depth examination 
of the system’s response time, throughput, and utilization (Li et al., 2017; Wang & Wu, 2019; 
Zulfa et al., 2020). The objective of this study is to conduct a comprehensive examination 
of the operational efficacy of the Redis system (Tkachenko & Lukianiuk, 2021). The 
research reference for subsequent investigations that may undertake a comparative analysis 
of Redis with other IMDBs.

RESEARCH QUESTIONS

On the server side or backend, using a microservices architecture shown in Figure 1.
Testing will be conducted on the backend or server side of the OAuth 2.0 system (Auth 

Server) using load testing to test each system performance metric, namely response time, 
throughput, CPU usage and memory usage. The description of each metric used in this 
study is as follows: 

1. Average response time (M1) required by the OAuth 2.0 system to respond to a user 
or task (Equation 1).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [1]

Ai = time required by the OAuth 2.0 system, n = number of responses
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2. Average throughput (M2) that the OAuth 2.0 system can process in a unit of time 
(seconds) (Equation 2).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [2]

Ai = number of commands successfully processed, Bi = time to execute a command

Figure 1. System architecture
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3. Average CPU usage (M3) when executing commands within a certain period  
(Equation 3).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [3]

Ai = CPU usage size to execute a command, Bi = operation time to execute a command

4. Average memory usage (M4) when executing a command in a certain period  
(Equation 4).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [4]

Ai = memory usage size to execute a command, Bi = memory usage time to execute 
a command

The tests were conducted by incrementally increasing the load based on the number of 
virtual users, i.e., 100, 300, and 500 users simultaneously within 300 seconds (Suryawana 
& Muliantaraa, 2024). Based on previous research, this number can identify and address 
potential bottlenecks and performance issues without overloading the system in the early 
stages of testing (Tkachenko & Lukianiuk, 2021). Figure 2 is a scenario that simulates the 
user authentication and authorization process on a third-party application.

Figure 2. Testing scenario
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The findings of the research conducted on load testing the OAuth 2.0 system under 
two different conditions to assess the impact of implementing Redis in the OAuth 2.0 
system on response time, throughput, CPU usage and memory usage. The condition before 
implementing Redis is named pre-Redis, and after implementing Redis is named post-Redis.

1. Time Response Aspect (M1)
The average response time of the OAuth 2.0 system shows a significant performance 
improvement, with a load of 100 showing an increase of 9.18%, a load of 300 showing 
an increase of 6.41%, and a load of 500 showing an increase of 4.06%. Figure 3 below 
provides a visualization of the performance improvement of both OAuth 2.0 system 
conditions.

2. Throughput Aspect (M2)
The OAuth 2.0 system shows significant performance improvement, with load 100 
showing an increase of 7.75%, load 300 showing an increase of 5.10%, and load 500 
showing an increase of 3.14%. Figure 4 visualizes throughput aspect observations, 
demonstrating that the post-Redis system condition is capable of handling a greater 
number of requests per second.

3. CPU Usage Aspect (M3)
The performance improvement is not as significant, with load 100 only showing a 
1.54% improvement, load 300 showing a lower improvement of 0.16%, and load 500 
showing a 1.67% improvement based on the average CPU usage. Figure 5 provides 

Figure 3. Bar chart of scenario M1 for each load Figure 4. Bar chart of scenario M2 for each load
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a visualization of the CPU usage of both system conditions at each load. CPU usage 
aspects reveal a consistent and gradual increase in CPU usage over a period, with a 
slight decrease over time, in both system conditions. 

4. Memory Usage Aspect (M4)
Figure 6 is a visual representation of the comparison between the two system conditions. 
This system condition exhibits superiority across various types of loads, including the 
highest loads. This aspect does not require further discussion, given that Redis is an 
in-memory database that stores all data in RAM.

CONCLUSION

A major challenge faced in the OAuth 2.0 ecosystem is the efficient storage and management 
of tokens. This research is motivated by the flexibility of the OAuth 2.0 standard and the 
performance reliability of the in-memory database Redis, which has the potential to access 
token data with very low latency and with faster and more efficient request response. The 
results show that the implementation of Redis in token management in OAuth 2.0-based 
authentication and authorization systems has an effect on response time, throughput, and 
memory usage. However, there is no significant effect on the CPU usage aspect after the 
Redis implementation. When viewed from the largest load, the percentage of performance 
improvement in the aspect of response time increased by 4.06%, throughput increased 
by 3.14%, CPU usage increased by 1.67%, and memory usage increased by 2.87%. The 
superiority of Redis in almost all aspects can be attributed to the memory-based storage 
that enables faster read/write operations, especially for single data with low latency.

Figure 5. Bar chart of scenario M3 for each load Figure 6. Bar chart of scenario m4 for each load
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